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1. Let (Mt)t≥0 be a stochastic process such that each Mt takes values on
the non-negative integers. Let Y1, Y2, . . . be i.i.d. random variables.
Assume that (Y1, Y2, . . .) and (Mt)t≥0 are independent. Define

Xt =
Mt∑

j=1

Yj , t ≥ 0.

a) If Mt and Yt have finite mean show that Xt has finite mean and
E[Xt] = E(Mt)EY1. [7]

b) If Mt and Yi are in L2, show that

Var (Xt) = E(Mt) Var Y1 + (E(Y1))2 Var (Mt).

[5]

c) If (Mt) is a Poisson process find the covariance function of (Xt). [8]

2. Let (Xt) and (Yt) be two mean zero L2-processes on [a, b]. Let
K(s, t) = EXsYt. Let K(s, t) be continuous on [a, b]× [a, b]. Let the
covariance functions of (Xt) and (Yt) be continuous on [a, b].

a) If f and g are continuous functions on [a, b] show that

E




b∫

a

f(s)Xs ds






b∫

a

g(s)Ys ds


 =

b∫

a

b∫

a

f(s)g(t)K(s, t) ds dt

[6]

b) If h is a continuous function on [a, b], show that

EXs




b∫

a

h(t)Ytdt


 =

b∫

a

K(s, t)h(t) dt.

[5]
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3. If λn , n = 1, 2, . . . are the non-zero eigenvalues of the integral equation
b∫
a
K(s, t)e(t) dt = λ e(s) a ≤ s ≤ b, where K is the continuous

covariance function of a stationary L2-process show that
∞∑
n=1

λn = c ·
(b− a) for some positive constant c. [8]

4. Let (Xt)t∈T be a mean zero, stationary L2-process with continuous
covariance function. Let H = L2{Xt, t ∈ T}. For t ∈ T , let TtXs =
Xs+t.

a) Show that Tt extends as a linear operator Tt : H → H which is
unitary i.e., TT ∗ = T ∗T = Id. [7]

b) If Z is the spectral measure of (Xt) show that

Tt

∫

S

φ(λ)dZ(λ) =
∫

S

eitλφ(λ)dZ(λ)

[8]

5. Let {Xn} be an auto regressive scheme with
∞∑
j=0

bjXn−j = W (n), where

{Wn} is white noise. Let B(z) =
∞∑
j=0

bjz
j and suppose that the series

converges uniformly in {z : |z| < R}, R > 1 and has no zeroes on
{z : |z| ≤ 1}
a) If m < n, show that

E[X(m)W (n)] =
1

2πi

∫

|z|=1

zn−m−1

B(z)
dz

where the path of integration is counter clockwise. [7]

b) Show that X(m) ⊥ W (n) if m < n. [4]

6. Let {fn(λ)} be a uniformly bounded sequence of spectral densities such
that fn(λ) → f0 > 0 ∀λ. Show that ∃ L2- processes {Wn(t), −∞ <
t <∞} such that

a) ∀ g ∈ L2(IR),

W (g) := lim
n→∞

∞∫

−∞
g(t)Wn(t) dt
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exits in L2(Ω,F , P ) [7]

b) ∀ g, h ∈ L2(IR),

E[W (g)W (h)] = 2πf0

∞∫

−∞
g(t)h(t)dt

[8]

7. Let (Bt)t∈IR be the extended Brownian motion. For λ1 < λ2 define

Z(λ1, λ2] = Bλ2 −Bλ1

a) For t1 < t2 define

Ẑ(t1, t2] =
∫

IR

eiλt2 − eiλt1
iλ

dZ(λ)

Show that Ẑ(t1, t2] is a well defined L2− random variable. [5]

b) Show that if −∞ < t1 < t2 ≤ t3 < t4 <∞ then

EẐ(t1, t2]Ẑ(t3, t4] = 2πλ(t1, t2] ∩ (t3, t4]

where λ is Lebesgue measure on IR. [5]

c) Show that if φ ∈ L2(dλ) then

∞∫

−∞
φ(t)dẐ(t) =

∞∫

−∞
φ̂(−λ)dZ(λ)

[10]
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